Including species interactions in risk assessments for global change
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Abstract

Most ecological risk assessments for global change are restricted to the effects of trends in climate or atmospheric carbon dioxide. In order to move beyond investigation of the effects of climate alone, the CLIMEX™ model was extended to investigate the effects of species interactions, in the same or different trophic levels, along environmental gradients on a geographical scale. Specific needs that were revealed during the investigations include: better treatment of the effects of temporal and spatial climatic variation; elucidation of the nature of boundaries of species ranges; data to quantify the role of species traits in interspecies interactions; integrated observational, experimental, and modelling studies on mechanisms of species interactions along environmental gradients; and high-resolution global environmental datasets. Greater acknowledgement of the shared limitations of simplified models and experimental studies is also needed. Above all, use of the scientific method to understand representative species ranges is essential. This requires the use of mechanistic approaches capable of progressive enhancement.
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‘Far better an approximate answer to the right question which is often vague, than an exact answer to the wrong question which can always be made precise.’

J. W. Tukey

Introduction

Most ecological risk assessments for global change are restricted to evaluating the effects of incremental changes in climatic averages and carbon dioxide (CO₂) on biological processes, phenology, and geographical distributions of species (Walker et al., 1999). This emphasis suggests that climate change and CO₂ are the most important global change threats to biodiversity and agriculture. Without underestimating the importance of climate change, there are other pressing drivers of global change, which need to be addressed effectively on a global scale. This need has been recognized in the Convention on Biological Diversity (CBD), and the establishment of the Global Invasive Species Programme (GISP). These add to the existing activities of the International Plant Protection Convention (IPPC), Intergovernmental Panel on Climate Change (IPCC), and World Organization for Animal Health (OIE). There is also the need to address interactive effects between different global change drivers (Walker & Steffen, 1999).

There appears to be a consensus on the information needs for assessments of the vulnerability of ecological systems but not on the most appropriate research approaches and methods in this complex field. Standards for pest risk assessments have been developed for trade through the World Trade Organization (WTO) and IPPC. These provide the best-available framework for combining different methods used in pest risk assessments (Baker et al., 2000; Sutherst, 2000). Species mapping is one of the key methods used. At the regional scale, information on potential changes in the geographical distribution and relative abundance of a species informs regulatory agencies. However, its value in local management has been questioned (Hulme, 2003). Local measures are assisted more by population models that include descriptions of biological processes and attributes of management methods and practices. In practice, comprehensive models can be built for...
only the most compelling reasons due to logistical constraints. Simplified, mechanistic species-mapping and phenology models can provide a useful context within which to interpret plot-scale changes (Sutherst & Maywald, 2005). They are a valuable first-step in any ecological study. As such they are complementary rather than competitive modelling approaches so, in the case of the DYMEX™ and CLIMEX™ modelling software (Sutherst et al., 2004; Maywald et al., 2004a,b) the species mapping and population dynamics models have been integrated to create synergy between them.

Most risk assessments address threats to or from individual species (Sutherst & Maywald, 1985; Busby, 1991; Peterson et al., 2002). This acknowledges species as the unit of evolutionary change. There has been a proliferation of uses of statistical or rule-based models to describe species climate envelopes (e.g. Austin, 1987; Busby, 1991; Walker & Cocks, 1991; Carpenter et al., 1993; Rogers & Randolph, 1993; Austin & Meyers, 1996; Cumming, 2000; Guisan & Zimmermann, 2000; Pearson et al., 2002; Peterson et al., 2002; Pyke & Fischer, 2005). Such descriptive models pattern match the species distribution as precisely as possible, with environmental data such as climate. This can lead to major errors of extrapolation, resulting from overparameterization or selection of inappropriate predictive variables (Sutherst et al., 1995a; Sutherst, 1998; Kriticos & Randall, 2001; Thuiller, 2003). The divergent results threaten the integrity of scientific recommendations targeted at informing policy on climate change (Thomas et al., 2004) and the Millennium Ecosystem Assessment (Mooney et al., 2004).

It is axiomatic that if a model can reliably project species geographical distributions in other, independent regions, it is able to accommodate smaller changes in climate caused by climate change. We believe that numerous examples have demonstrated this capacity of the CLIMEX™ model (Sutherst & Maywald, 1985; Sutherst, 2003; Sutherst et al., 2004). Nevertheless, all available species mapping methods have limitations, (e.g. due to the limits of spatial/temporal resolution in the datasets, the difficulties of incorporating other abiotic and biotic variables, and accommodating seasonal and annual changes in species’ ranges). The resources needed to support enhanced risk assessments range from global databases and enhanced algorithms, to scenario generators and provision for local user inputs (Table 1). The difficulties of creating such resources and keeping them up-to-date are self-evident.

Habitats are the templates on which ecological strategies develop (Southwood, 1977; Hill et al., 2001). They are complex and multidimensional and are experienced differently by each species. Habitats have many components that should be included in any global change risk assessment. The minimum list should include changes in land use and land cover (Mooney & Hobbs, 2000); travel, trade, and transport distributing diseases and invasive species (Anonymous, 2002); topography; edaphic characteristics; open water bodies; and nitrogen (Vitousek et al., 1997) and phosphorus (Schlesinger, 1977) fluxes. High-resolution, global databases are

Table 1 Environmental change drivers and the global resources needed to advance species-based risk assessments

<table>
<thead>
<tr>
<th>Database (historical data)</th>
<th>Scenarios/methods</th>
<th>Local user inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Averages</td>
<td>Climate change (GCM)</td>
<td>Scenarios</td>
</tr>
<tr>
<td>Variances</td>
<td>Extreme event methods</td>
<td>Sensitivity analysis</td>
</tr>
<tr>
<td>Trends</td>
<td>Microclimate models</td>
<td></td>
</tr>
<tr>
<td>Extremes</td>
<td>Scenario builders</td>
<td></td>
</tr>
<tr>
<td>Atmospheric gases and pollutants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greenhouse gases</td>
<td>Species response functions</td>
<td>Scenarios</td>
</tr>
<tr>
<td>Nitrogen and phosphorus deposition</td>
<td>Emphasis on nonlinear responses</td>
<td>Fertilizer use</td>
</tr>
<tr>
<td>Habitat</td>
<td>Microclimate model</td>
<td>Soil types</td>
</tr>
<tr>
<td>Topography</td>
<td>Plant edaphic responses</td>
<td>Vegetation type/cover</td>
</tr>
<tr>
<td>Soil attributes</td>
<td>Canopy structure</td>
<td>Land Use</td>
</tr>
<tr>
<td>Land use/cover</td>
<td>Surface water model and data</td>
<td>Water storage</td>
</tr>
<tr>
<td>Open water</td>
<td>Irrigation scenario builder</td>
<td>Irrigation practice</td>
</tr>
<tr>
<td>Irrigation</td>
<td>Climatic response models</td>
<td></td>
</tr>
<tr>
<td>Target species</td>
<td>Data and models for responses to extreme events</td>
<td>Local occurrence</td>
</tr>
<tr>
<td>Species traits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geographical distributions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abundance along transects.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hazard × Exposure data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interacting species</td>
<td>Inferential models</td>
<td>Local species interactions</td>
</tr>
<tr>
<td>Species traits</td>
<td>Mechanistic models</td>
<td></td>
</tr>
<tr>
<td>Ranges of interacting species by region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanisms</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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needed for each of these variables, with scenarios of future change (Leemans, 1996). We also need functions that relate microclimate to radiation and topography (Nikolov & Zeller, 1992); evaporative cooling to radiation (Kingsolver, 1979); evapotranspiration to soil moisture and CO₂ (Farquhar, 1997); and vegetation type and cover to topography and soils. In practice, most of these variables are excluded or controlled in experimental or modelling studies, making the results of such studies incomplete or even misleading.

The extent to which climate limits the geographical distribution of a species is difficult to answer without extensive field and experimental data. Inference has weaknesses and the data are not rigorous so we need to focus on identifying the key variables and responses rather than the pursuit of precision (Sutherst & Maywald, 2005). Our two decades of experience with pests suggests that species’ climatic responses explain ~70% of the variation in potential geographical distributions. It is relatively economical to account for this variation using the CLIMEX™ model but costly to explain the rest because it involves the development of extensive databases and use of complex simulation models run with geographical information systems (GIS) (White et al., 2003).

Nonclimatic barriers, such as coastlines and mountain ranges are readily detectable. They and a lack of certain climatic types in a region may prevent full parameterization of a distribution model so we have to accept that the limits of a species’ tolerance of particular climatic conditions, such as hot-and-wet, must sometimes remain undefined. Pending records from other regions (Sutherst et al., 2000). Biotic barriers are more difficult to detect and are discussed below. Protocols have been developed to guide the detection of nonclimatic limits to species ranges (FAO, 1996; Sutherst, 2003). To these, we need to add increased awareness of nonequilibrium ranges of invading species.

Movements of mobile species result in potentially large seasonal fluctuations in perceived geographical distributions (the ‘source’ and ‘sink’ phenomenon) (Davis et al., 1998). This is a species data issue and there is a need for more systematic recording of seasonal presence and absence. If the seasonal mobility of the species is known, it is feasible with existing approaches to simulate its seasonal variation in geographical distribution. Currently, CLIMEX™ simulates the extent of the annual extremes of conditions that allow persistence and those that support growth (Fig. 1). It can be used to compare the winter range set by stresses with the potential summer range determined by growth conditions. Seasonal maps could illustrate the pulse of growth and stress across geographical space and so enable discrimination between the suitability of the climate on one hand and dispersal rates on the other as factors determining the rate of seasonal range change. Observed annual variations in geographical distributions are also of interest and were related to rainfall using the CLIMEX™ model (Norval & Perry, 1990).

Few biogeographical studies have incorporated species interactions into risk assessments for invasive species or for global change (Baker et al., 2000). As with the other local effects, there are serious parameterization obstacles to overcome. Options are to address the question at community (Lawton, 2000) or functional group (Voigt et al., 2003) level. However, projection of changes in the distribution of plant and animal communities, which are merely transient assemblages of species, is not consistent with evolutionary theory. There are limits to the number of species that can be addressed at the species level and to how many interacting species can be included in any one model. A pragmatic option is to include suitable caveats when significant interactions are suspected (Baker et al., 2000; Sutherst, 2003). Others are to study species linkages in

Fig. 1 Seasonal change in the potential range of Musca vetustissima in south-eastern Australia using the CLIMEX™ model. (a) Winter range shown by the ecoclimatic index; (b) summer range shown by the annual growth index.
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depth with mechanistic models (Sutherst et al., 2000) or food webs (Memmott et al., 1994).

There have been mixed views of the importance of species interactions in determining the abundance and hence geographical distribution of species (Park, 1948; Andrewartha & Birch, 1954; Elton, 1958; Nicholson, 1958; MacArthur, 1972; Davis et al., 1998; Silvertown, 2004). Biological components of habitats include diverse relationships with other species (Damman, 1993) in the same, higher or lower trophic levels. The nature of their effects on the target species vary from beneficial (Bruno et al., 2003) to inhibitory and asymmetrical (Lawton & Hassell, 1981). The relative importance of each component in a habitat differs for different taxa, situation, and scale (Lawton, 2000). Pests, by their very nature, may have fewer interactions with other species than endemic species (Torchin et al., 2003).

The outcome of a species interaction is both species and habitat dependent. Much effort has been put into defining the traits of species which determine their competitive or synergistic capacity (Williamson & Fitter, 1996; Anonymous, 2002). The prospects for defining the attributes of an ecosystem that determine its invasiveness are poor (Williamson, 1996; Anonymous, 2002). Intraspacific competition and niche pre-emption prevent successive colonization by some invasive plant species (Silvertown, 2004). The mediating role of climate in species interactions has also been emphasized (Kingsolver, 1989), while the effects of climate change on trophic interactions and the value of long-term datasets has been recognized (Harrington et al., 1999). The effects of elevated CO₂ on multispecific communities were investigated and it was concluded that subtle changes in structure are more likely than major changes (Navas, 1998).

Detection of the effects of biotic interactions on species’ geographical distributions is often difficult under field conditions. We need to detect indirect host- and natural enemy-mediated interactions in addition to climate-mediated competitive or synergistic interactions. Competition may have occurred historically but is not apparent in the current environment (Silvertown, 2004). There is a large literature on the phenomenon of ‘biotic release’, whereby invaders are highly competitive in new environments when unaccompanied by their predators. Recent examples include (Mitchell & Power, 2003; Siemann & Rogers, 2003; Torchin et al., 2003). Conversely, biological control has often reduced the competitive advantage, and hence, not only the abundance of invasive species, but also their geographical distribution (Bosch van der & Messenger, 1973). These authors also reported the displacement of biological control agents by further agents that were introduced at later times.

Geographical distributions may be truncated in certain directions, with steep ramp- or even a step-shaped declines in abundance at the boundary. The distributions of Eucalyptus spp. in south-eastern Australia were asymmetrical and skewed along temperature gradients (Austin et al., 1994). A further symptom of competition is oscillating species composition at a local scale (Wedderburn et al., 1991), which occurs with hybrid zones if either the dispersal rates are high relative to the scale of the observations or climatic variation or host dynamics favour different species in different years (Sutherst, 1987a).

Each of these symptoms points to the action of biological limiting factors. Ecologists need to supplement exclusion experiments (Mitchell & Power, 2003) with analytical methods to detect such cryptic cases of competition. Their interpretation relies on the researchers having a robust climate-response model in which they have sufficient confidence to question apparent inconsistencies in field observations and not just the model. Such issues are inherently geographical in nature and are amenable to solution in part using models such as CLIMEX™ (Sutherst & Maywald, 1985) and STASH (Sykes & Prentice, 2004).

The CLIMEX™ model can sometimes flag strong interspecific interactions because internal inconsistencies can make it impossible to simulate a truncated geographical distribution (Sutherst & Maywald, 1985). The potential range of Boophilus microplus in Africa, estimated using model parameters derived from its geographical distribution in Australia, vastly exceeded the observed range (Sutherst & Maywald, 1985). This pointed to a high-risk situation if cattle movements were increased without adequate sanitary measures to prevent dispersal of the tick (Sutherst, 1987a). The tick has since colonized some of the areas identifiable as being at risk (Sutherst, 2001). Similar results were obtained with fruit flies (Vera et al., 2002) and fire ants (Sutherst & Maywald, 2005).

On the other hand, if the competition is less severe and results in dominance of each species only in their preferred climatic zone, the boundary between them is likely to coincide with a particular zone on a climatic gradient. As such, it may not be possible to isolate the contribution of a species interaction in trimming the potential distribution as determined by climate per se without data for each species in isolation. Ultimately, the limits to species ranges need to be defined using combined observational, experimental, and modelling studies.

Recognizing the limitations of current methods of predicting potential geographical distributions under current and future environmental conditions described above, we have investigated the inclusion of species interactions in CLIMEX™. Many of the issues that arose are generic and need to be addressed by the wider ecological communities that are involved with global
change and with invasive species. In order to move CLIMEX™ ‘beyond climate’ by taking such interactions into account, we have developed new algorithms, which are described below.

Methods

CLIMEX™ is a simulation model of intermediate complexity that is designed to infer species’ responses to climate from observations on their geographical distribution and seasonal phenology (Sutherst & Maywald, 1985; Sutherst et al., 1995b; Sutherst, 2003). It addresses situations where process-related data are limited. The model is usually parameterized using ecological observations, but physiological data can be used. The latter are more readily available for growth than for stress parameters, because stress studies can involve prolonged exposure of the target to multiple combinations and permutations of fluctuating and trending environmental conditions, such as low temperature. As with laboratory experiments on species competition (Davis et al., 1998; Jones et al., 1998), extrapolation of physiological data from the laboratory to the field to project accumulation of stress is difficult due to oversimplification of the number of variables and the temporal and spatial variation in natural environments. Field experimentation (Sutherst et al., 1983; Körner, 2000), with close monitoring of environmental conditions and the use of statistical methods to infer response functions (Dallwitz & Higgins, 1978) is a useful additional approach.

CLIMEX™ generates weekly and annual indices of growth and stress in relation to climate and so provides a potential platform for investigating how climate mediates species interactions on regional scales. In the model, growth is described by the following equation:

\[
G_W = T_W \times M_W \times L_W \times D_W,
\]

where \(T_W\), \(M_W\), \(L_W\), and \(D_W\) are the weekly temperature, moisture, light, and diapause indices, respectively. The \(D_W\) takes into account the effects of day length and temperature on the ability of a species to avoid stress through dormancy or diapause.

Four stress functions (hot, cold, wet, and dry) describe the species’ response to extreme values of temperature and moisture. Provision is also made for interactions between the stresses.

The overall response of the species to the climate at any given location is described by the ecoclimatic index (\(E_I\)), that is scaled between 0 and 100.

\[
E_I = G_I \times S_I \times S_X,
\]

where \(G_I\) is the annual growth index, \(S_I\) is the total stress and \(S_X\) is the interaction between stresses.

Before we describe algorithms to include further abiotic and biotic environmental variables, we must address the issue of improving our treatment of climate per se in order to provide a sound platform for building multivariate risk assessments.

Historical climatic data and climate change scenarios (New et al., 2002) are available at the IPCC Data Distribution Centre (http://ipcc-ddc.cru.uea.ac.uk/). The data show a trend of increasing temperatures, but trends in rainfall are very uncertain. The highest current resolution is 10' but digital elevation data are soon to be available at 3 arcseconds with longer-term prospects for 1 arcsecond (http://www2.jpl.nasa.gov/srtm/), enabling the creation of global climatic data grids with higher resolutions. High-resolution environmental data reveals topographical features that can have implications for local management. Soil attributes, vegetation cover and open water emerge as issues. For example, a 1.5' climatic grid covering the state of New South Wales in Australia revealed river catchments with significantly higher risks of supporting the cattle tick B. microplus in the northern protected area, than 30' or 10' grids, as shown in Fig. 2. The 10' global grid was used in all further simulations. In addition, topography has strong effects on soil moisture balances and surface solar radiation so we need algorithms, data and scenarios to complement the topographical data.

Species mapping models rely on spatial comparisons of climatic averages, and the model parameters are estimated using such data, which contain strong smoothing effects. For example, the 12-year average, winter minimum temperature at New Orleans, USA, is 8.2°C and the standard deviations based on daily, weekly, and monthly averages are 5.5, 3.4, and 1.5°C, respectively. The scaling problem of how to relate parameter values derived using long-term average data, to data from successive years need to be resolved to enable the effects of extreme events on potential distributions to be investigated. Time series of species observations are rarely available to reparameterize the models using actual meteorological data.

Global risk assessments rely on long-term average climates and scenarios to provide a baseline for regional comparisons. Errors arise when the regional variances differ greatly (Sutherst et al., 1995). Regions with smaller variances are more benign for species than areas with larger variances with the same means. Differences in variation of temperatures at comparable latitudes in North America and Australia illustrate this problem (Table 2). Similar differences occur in rainfall, with Australia and South Africa having higher variances than continents in the northern hemisphere with similar average rainfall (Peel et al., 2004). Averaged global climate datasets need to include measures of variation at daily, weekly, and monthly timescales. We then need
new procedures to take these regional differences in variation into account.

Nonclimatic variables are either abiotic or biotic. In each case, extra model functions and supporting databases are needed to enable their inclusion in an analysis. The increasing concentration of atmospheric CO₂ (Keeling & Whorf, 2004) is an example of such a variable. In order to take the effects of CO₂ and other nonclimatic variables into account, we have introduced a new type of environmental variable into CLIMEX™, called user-defined Substrates. Physical substrates can be variables such as CO₂, soil salinity, or pH. The same form of species response function is used as those for the climatic variables. Substrates can be either constant for all sites or geographically variable. They can also be a seasonal variable. A CO₂ Substrate variable can be used not only to describe the hydrological effects of CO₂ but also to describe the fertilization effects on plant growth and on plant–herbivore interactions caused by changes in carbon/nitrogen ratios (Coviella & Trumble, 1999; Chakraborty & Datta, 2003). The approach to parameterization varies with the available data but can rely on inference from field observations in the first instance. Global data on CO₂ and related greenhouse gases are available (http://cdiac.esd.ornl.gov/trends/trends.htm). Ongoing collation of the effects of enhanced CO₂ on weeds, insects, and fungi is needed, taking heed of the need to provide for the nonlinearity of responses (Körner, 2000). Global databases are also available for soils (http://www.fao.org/CATALOG/new/products/V8600-e.htm) and land cover (Leemans, 1996). Oceanic temperatures and salinity (http://www.nodc.noaa.gov/GTSPP/gtspp-home.html) are available for marine risk assessments.

Full details of the CLIMEX™ model are available in (Sutherst & Maywald, 1985; Sutherst et al., 2004). We have added the following user-definable functions to CLIMEX™ to describe plant and animal species interactions. Plant species reduce the amount of light or water available to each other and their response functions

---

**Fig. 2** Comparison of CLIMEX™ EI values for *Boophilus microplus* in New South Wales, Australia showing the effect of changing resolution of climatic average data (a) 30’, (b) 10’, (c) 90 arc seconds.

**Table 2** Comparison of standard deviations (SD) of means of 1970–2000 monthly average January and July temperatures (°C) representing winter/summer and summer/winter for three sites in North America and Australia, respectively

<table>
<thead>
<tr>
<th>Latitude</th>
<th>Longitude</th>
<th>Winter</th>
<th></th>
<th></th>
<th></th>
<th>Summer</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37.5</td>
<td>−77.5</td>
<td>−3.3(6.4)</td>
<td>8.3(6.3)</td>
<td></td>
<td></td>
<td>19.6(4.2)</td>
<td>31.4(4.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32.5</td>
<td>−117.5</td>
<td>8.4(5.0)</td>
<td>18.3(4.0)</td>
<td></td>
<td></td>
<td>18.0(2.5)</td>
<td>24.6(2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32.5</td>
<td>−87.5</td>
<td>0.8(6.6)</td>
<td>12.6(5.9)</td>
<td></td>
<td></td>
<td>21.3(3.1)</td>
<td>33.2(3.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−37.8</td>
<td>142</td>
<td>3.1(1.0)</td>
<td>11.1(0.7)</td>
<td></td>
<td></td>
<td>10.8(1.4)</td>
<td>26.6(1.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>−35.6</td>
<td>149.8</td>
<td>0.3(1.2)</td>
<td>10.6(0.7)</td>
<td></td>
<td></td>
<td>12.0(1.1)</td>
<td>24.8(1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>−24.9</td>
<td>152.4</td>
<td>11.1(1.4)</td>
<td>21.9(0.5)</td>
<td></td>
<td></td>
<td>22.0(0.8)</td>
<td>30.5(0.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
depend on such factors as growth forms and rooting patterns. The GI now includes a radiation index (RIW), which describes plant responses to solar radiation. Algorithms describe seasonal variation in solar radiation at any given latitude. Applications of the model can be extended by users to accommodate the effects of local topography on direct radiation (Nikolov & Zeller, 1992). They facilitate investigation of local effects of slope and aspect on flora and fauna, particularly at high latitudes where seasonal solar angles vary so much. Functions allow partitioning of available light and water between competing species with competition reducing the radiation or soil moisture by an amount determined by the GI of the competing species.

A ‘raw’ plant growth index (TGIW) is now defined as follows:

$$TGI_W = T_I_W \times M_I_W \times R_I_W \times L_I_W \times D_I_W,$$

where RIW is the weekly radiation index.

A species interaction with its biotic resources affects its growth rate relative to another species, so we use one of the user-definable substrate variables to create a Biological Substrate Index (BSIW). This enables CLIMEX to model the weekly growth response to a passive biological substrate (e.g. host or nonspecific biotic resistance). The TGIW now becomes

$$TGI_W = T_I_W \times M_I_W \times R_I_W \times BSI_W \times L_I_W \times D_I_W.$$  

The overall effect is incorporated into the annual measure of relative abundance, the CLIMEX EI for each species. An intermediate, ‘raw’ ecoclimatic index (EI\textsubscript{A}) describes the annual species performance including the effects of competition for moisture, radiation, and use of substrates. It is calculated as follows:

$$EI_A = TGI_A \times SI \times SX.$$  

A dynamic Biotic Index (BI) combines a Species Interaction parameter (SIP0) with the weekly GI to describe the effect of Species 1 on Species 2 and vice versa. The SIP0 describes the nature and extent to which species affect each other based on their biological traits. For example, one-on-one, larvae of the tropical fruit fly, Bactrocera dorsalis, are more detrimental to survival of larvae of the Mediterranean fruit fly (Medfly), Ceratitis capitata, than vice versa (Keiser et al., 1974). The SIP0 modifies the weekly growth of Species 1 by adding or subtracting the nominated proportion of the GI of Species 2 to or from the ‘raw’ weekly GI of Species 1. The weekly Biotic Index (BI\textsubscript{W}) is defined as follows (Fig. 3):

$$BI_W(1) = 1 + SIP_{01} \times TGI_W(2),$$

$$BI_W(2) = 1 + SIP_{02} \times TGI_W(1).$$

$$Fig. 3$$

Values of the CLIMEX Biotic Index for Species 1 related to its Species Interaction parameter (SIP0) and the growth index of Species 2. —, GI = 0.1; . . . . , GI = 0.2; — — — —, GI = 0.3; . . . — — — —, GI = 0.5; — — — —, GI = 1.0.

where SIP\textsubscript{01,2} are the Interaction parameters for Species 1 and 2, respectively. For example, SIP\textsubscript{01} specifies the intensity and direction of the effect of Species 2 on Species 1.

The final weekly growth index, GI\textsubscript{W}, then includes the BI\textsubscript{W} term

$$GI_W = TGI_W \times BI_W.$$  

An extended ecoclimatic index (EI\textsubscript{B}) that includes the effects of the BI is calculated as follows:

$$EI_B = GI_A \times SI \times SX.$$  

The SIP0 is estimated from field observations, using the CLIMEX inference paradigm, where the two species have been in contact long enough to produce a stable equilibrium geographical distribution. This can be supported with mechanistic explanations derived from empirical data. Where no prior contact has been made, resort to species traits (Duyck et al., 2004) and experimental studies will be needed to supplement the estimated responses of each species to environmental variables. The size of the native range is an indication of the adaptability of the species (Goodwin et al., 1999) and will be reflected in the CLIMEX EI values.

An over-riding exclusion rule is implemented by using a Competitive Exclusion parameter, which causes the species with the greater EI to exclude the other species from the location by setting its EI to zero. Each species wins in that environment in which it is most productive. Thus, based on precedents in other regions, it is possible to parameterize the model to simulate competitive exclusion of species, even when the advan-
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growth rates of predators in CLIMEX incorporating the effects of hosts on the population conditions. and its seasonal variation under different environmen-
required to investigate likely effects of hosts on ranges of predators include not just presence or absence data, but also the relative suitability of the host for each species and its seasonal variation under different environmental conditions.
As we have seen above, we have two options for incorporating the effects of hosts on the population growth rates of predators in CLIMEX™. In the simplest option, hosts are treated as a passive constant or seasonally variable Biological Substrate, which can be exploited differentially by competing predators. Alternatively, a host and a predator can be treated as dynamically interacting species, which have effects on each other through the Biotic Index. Both of these functions modify the GI values only, not the stress functions.
Unlike hosts that usually affect feeding of predators most during their growth season, predators can affect the viability of their hosts during both their growth and nongrowth or ‘stress’ seasons. Therefore, description of interspecific interactions involving predator effects on hosts ideally need to include the interactive effects on both growth and survival functions. At this point, we have only incorporated the effects on the host population growth rates into CLIMEX™ in the form of a negative Biotic Index associated with the predator. It effectively reduces the size of the population that is available to survive through the stressful season.
Interspecific interactions in the same trophic level are most likely to occur during the growth season. They can involve competition for various resources (Davis & Pelsor, 2001) such as water, nutrients, or mates or facilitation by a number of mechanisms (Bruno et al., 2003). CLIMEX™ describes plant competition through differential exploitation of soil moisture, solar radiation and other Physical or Biological Substrates, resulting in modified population growth of each species. Species displacements of both plants and animals can also occur, based on differences in growth rates as determined by the Biotic Index and Competitive Exclusion parameter. Each species is affected by its competitor’s traits as described by the species couplet-specific SIPos. Facilitation is described in CLIMEX™ model by reversing the sign in the competition function.

Results
Space and the subject of the special issue limit the results reported here to entomological applications. A brief summary of selected results will be followed by detailed case studies to be published elsewhere.
Based on the premise that the area occupied by a species will depend on the balance of births, deaths, immigration, and emigration at each location, the question arises as to how much effect biotic resistance can have on the potential range of a sedentary species. We investigated the intertrophic effect of host resistance on the potential geographical distribution of the tick B. microplus in eastern Australia, using the Biological Substrate variable. The simulations compare the tick’s potential range on cattle breeds with high or low resistance to tick feeding. About 1/6th of the proportion of ticks mature on resistant Asian zebu (Bos indicus) cattle (0.025) compared with low resistant European (Bos taurus) breeds (0.15) (Utech et al., 1978). Both breeds are used in the Australian beef industry but the dairy industry uses exclusively B. taurus. The Biological Substrate was set equal to unity for the European breed simulation as a baseline and 0.16 for the zebu simulation. The results (Fig. 4a and b) illustrate how the zebras reduce the potential range and relative abundance in relation to climate throughout. This is in accordance with comparative, field observations that showed mean tick numbers on European and zebu breeds of 465 and five in Central Queensland compared with 302 and 0.5
in cooler southern Queensland, respectively (Bourne et al., 1988).

The regional consequences of intratrophic competitive exclusion of the endemic species of tick, *Boophilus decoloratus*, by the introduced Asian species, *B. microplus*, in sub-Saharan Africa (Sutherst, 1987a) were investigated. The two species infest livestock, but the former is better adapted to wildlife (Norval & Sutherst, 1986) and tolerates drier, cooler climates. *B. microplus* is adapted to cattle (Norval & Sutherst, 1986) and requires hot-humid climates (Howell et al., 1978). The species produce sterile hybrids that form a barrier to invasion of each other’s territories. On first introduction to an area, *B. microplus* rapidly displaces *B. decoloratus* because the cattle have not yet acquired resistance to its feeding. Thereafter, there is an unstable equilibrium and the dominant species varies with seasonal conditions in regions where neither has a large advantage and with dispersal rates on moving cattle.

The regions of Africa, that are estimated to be climatically suitable for each species on its own, are shown in Fig. 5a and b. The areas where each species is most likely to dominate when the ticks are placed together are shown in Fig. 5c and d. Mutual exclusion is enforced with the Competitive Exclusion parameter allowing the species with the higher EI to displace the other. *B. microplus* dominates in hot-humid habitats and *B. decoloratus* in the cooler and drier regions as expected. Differential availability and suitability of the zebu hosts for the two species is described with the Biological Substrate (*BSI*$_{Bm}$ = 0.02; *BSI*$_{Bd}$ = 0.015). With this differential *B. decoloratus* is restricted further to those areas with climates to which is best adapted. Under a 2°C climate change scenario and exclusion, *B. microplus* expands it potential range in Central Africa and retreats slightly in the Sahel, while *B. decoloratus* retracts around the hotter edges of its range (Fig. 5e and f).

A plant–herbivore interaction was then investigated. The Queensland fruit fly, *Bactrocera tryoni*, is credited with displacing the Medfly, *C. capitata*, from southeastern Australia, and there is evidence that it prevented the Medfly’s spread into the tropics (Vera et al., 2002). Queensland fruit fly has a more competitive oviposition strategy, resulting in reduced survival of Medfly larvae in mixed infestations. The effect is not reciprocated, giving Queensland fruit fly a comparative advantage. Further, Queensland fruit fly is adapted to warm-humid conditions (Yonow & Sutherst, 1998) while Medfly is adapted to temperate and Mediterranean climates (Vera et al., 2002). Thus, we would expect Queensland fruit fly to have an advantage in the warm coastal habitats in eastern Australia, particularly where irrigation is used, and Medfly to have an advantage in the temperate climates of southern and western Australia. CLIMEX™ models have already been built for the two species (Yonow & Sutherst, 1998) and (Fig. 5a), (Vera et al., 2002) and (Fig. 6b). We investigated conditions that allowed the displacement of Medfly in accord with historical field observations but including irrigation. Firstly, we applied 30 mm of irrigation per week as top-up applications in summer to approximate horticultural practices. Occupation is mutually exclusive so we used the Competitive Exclusion parameter. Secondly, we used a negative SIP0 for Medfly (SIP0 = −2) to reflect reduced larval survival rates in mixed infestations. The results are shown in Fig. 6c and d. The Medfly was displaced from the wet eastern coast of Australia while it persisted in cooler, drier regions. Under a 2°C scenario Queensland fruit fly becomes as much a southern Australian problem as a wet tropical one, while Medfly is almost displaced from the continent. Simulations for Hawaii gave a similar result to that observed (Keiser et al., 1974), with Medfly being displaced to the cooler high altitude areas by *B. dorsalis* that is a very similar tropical species to
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Fig. 4 Simulated geographical distribution of the tick *Boophilus microplus* in Australia with (a) low and (b) high tick resistant cattle.
B. tryoni. The relative availability and suitability of hosts for each species, represented by a Biological Substrate, changed the balance between the species.

**Discussion**

Our results demonstrate that it is possible to account for the effects of species traits when investigating interspecific interactions along environmental gradients. The effects of such interactions greatly exceeded the effects of mooted changes in the species' geographical distributions as a result of climate change in the selected systems that we investigated. The results show promise of being able to help fill a major gap in global change risk assessments. We believe that we have demonstrated that trophic levels and mechanisms of species
interactions are not barriers to projecting the outcomes on geographical scales. There are a number of obvious improvements and caveats to be considered.

The treatment of climatic effects in the CLIMEX model has scope for considerable improvement. We need to take account of different regional variances when comparing species responses. We also need to provide a better bridge between use of long-term average data and data from individual years in order to address effects of climatic variability and extremes on species’ geographical distributions. In the current simulations of fruit flies, for example, it is likely that the potential ranges of both species would fluctuate greatly with annual rainfall. Global warming is expected to increase the frequency and intensity of extreme climatic events (Wigley, 1985; IPCC, 2001). Many impacts are likely to
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**Fig. 6** Potential geographical distributions (CLIMEX™ EI) of the fruit flies (a) *Ceratitis capitata* and (b) *Bactrocera tryoni* in relation to climate in Australia individually; (c) *C. capitata* and (d) *B. tryoni* and when allowed to interact with competitive displacement by the species with the highest annual relative abundance (EI); (e) *C. capitata* and (f) *B. tryoni* with a 2 °C climate change scenario and competitive displacement.
result from such changes and some recent events have been reported (Karl et al., 1996; Nicholls, 2004). Extreme climatic events can be brief and have local impacts (Palmer et al., 2004) or prolonged and have continental scale impacts (Hawkins & Holyoak, 1998) on insect populations. Data on such biological effects need to be interpreted using analytical methods such as those already used in ecology (Gaines & Denny, 1993).

Parameterization of first-order responses in a simple, mechanistic model like CLIMEX™ is relatively straightforward and robust for single species. Nevertheless, the model simulates biological processes and different hypotheses need to be tested when explaining the limits of geographical distributions. Unfortunately, there is a dearth of field observations on changes in population growth and survival rates towards the edges of geographical distributions (Gaston, 1990; Brown et al., 1996). We need to know more about the dynamics of populations along environmental gradients and adjacent to the edges of their ranges (Brown et al., 1996; Sutherst, 2004).

Inclusion of radiation in CLIMEX™ introduces the need to separate the effects of ambient temperature and radiant heat. Plant growth models usually assume that temperature drives development rates while solar radiation drives growth (Monteith, 1977). This appears to ignore radiant heating (Bryant et al., 2002) and its associated microclimatic effects on temperature and evaporation with slope and aspect at a landscape scale and shading at a plant scale. These important effects need to be taken into account with a microclimatic module. This will help to bridge the gap between regional and local relevance of species mapping models, but the global data also need to incorporate the regional effects of ‘global dimming’ caused by atmospheric pollution (Ramanathan & Ramana, 2005).

Parameterization becomes more complex when the second-order effect of other species on that response is considered. Accumulation of plant growth during the season in CLIMEX™, rather than use of weekly growth rates will provide a better measure of seasonal competitive pressures between species. This will reflect the effects of increasing plant biomass, and hence potential shading or root competition, during the season. In the case of interactions involving three or more species, whether in the same or different trophic levels, parameterization emerges as a significant issue because the number of linkages increases exponentially with the number of species.

Synergy between species raises the issue of the scaling of the growth responses to climate. When conducting experiments on growth responses of species to climate, other variables are usually kept either constant or ‘optimal’ to reduce variation. For example, historical experimentation omitted atmospheric CO₂, so the results may underestimate plant growth under current concentrations. In a climatic-response model, such as CLIMEX™, the growth response is scaled between zero and unity. If the response of a single species is less than that of the same species in the presence of a synergistic species, the ‘optimal’ growth response needs to be redefined and rescaled so as not to exceed unity. We are reviewing the growth parameter values for some species couplets in the light of this requirement. The implications go beyond this local effect to throwing into doubt past descriptions of fundamental niches (Bruno et al., 2003).

Often, and perhaps usually, the geographical distribution of predators is smaller than that of their arthropod (Goolsby et al., 2004), plant (Lawton, 2000; Day et al., 2003) and mammalian (Cumming, 1999) hosts. This suggests that species in higher trophic levels will be more sensitive to climate, as found in a grassland community (Voigt et al., 2003). Caution is needed when using indicators of climatic impacts on predators because results can vary depending on the stage in lifecycle. For example, dryness adversely affects free-living stages of the livestock tick, B. microplus, so the direct relationship with climate suggests lower population densities with lower rainfall (Sutherst & Maywald, 1985). When the numbers of maturing parasitic stages are considered, the adverse effects of the same climatic conditions on the host’s resistance to tick feeding can increase the proportion of surviving ticks by an order of magnitude (Sutherst et al., 1983). The geographical scale impacts of this effect were investigated by modelling the effect of drought stress on the resistance of cattle to the ticks in the CLIMEX™ model (Sutherst, 1987b). It is now possible to combine the impacts of climate on coupled host–parasite systems.

Our findings on modelling species interactions with CLIMEX™ can be summarized as follows:

1. Early experience has revealed the need to adopt an incremental approach to species analyses in order to define the effects of each environmental variable. We also need to build libraries of relationships for species-couplets (or triplets, etc. but extra species lead to an exponential increase in the parameterization effort) to define their responses to each other and the environment.
2. Truncated geographical distributions can sometimes be used to detect species interactions.
3. Species interactions along environmental gradients can be modelled for those species with derivable CLIMEX™ parameters and can then be projected to other regions. Parameter values can be derived from a combination of field observations and comparative experimental studies of species attributes.
4. Differences in growth potential and direct effects of competitors combine to determine outcomes of competition at each location.

5. The outcomes of the interaction can be sensitive to the parameter values for each species and to annual variation in climate because small differences in the absolute size of the inferred population (EI) of a species will allow it to displace the other if there is damaging competition. Accuracy of parameterization is important but difficult to achieve and will need to avoid differences in scaling of the GIs for each species. The physics maxim that ‘understanding second-order effects requires a higher precision than that for first-order effects’ applies. Sensitivity analysis is essential to determine the potential errors associated with parameter estimation.

6. Where data are not available to parameterize a model CLIMEX™ can answer the question: What does it take, in terms of relative efficiency of use of resources, background predation, host resistance, or greater direct negative effects of a competitor, for one species to displace another from a given location or region?

7. When dispersal rates are low, as in many plants or ant species, a mosaic of species patches is a more likely outcome (Holway et al., 2002; Warren & Topping, 2004). In such cases the CLIMEX™ EI values for each species alone provide the best guide to the potential regional distribution, while use of the Competitive Exclusion parameter indicates the likely local and ultimate geographical outcomes.

8. De novo prediction of the outcomes of invasions with exotic species will remain out of reach for many species, primarily because it is so difficult to identify vacant niches in ecosystems or to define subtle competitive advantages of endemic and exotic species. Opportunities for generalization await a sufficient number of worked examples.

9. Use of network or food web analyses (Memmott et al., 1994; Proulx et al., 2005) may prove to be a more tractable method for investigating the effects of interactions involving multiple species, but their application on large spatial scales has yet to be demonstrated.

Conclusions

With large, nonlinear changes likely to occur in the climate (Calvin, 1998; Curry et al., 2003), and outcomes of many species interactions that are not predictable a priori in new ecosystems (Williamson, 1996), the scientific community will never be able to provide definitive answers to questions about risks involving species or communities. The ideal adaptation strategy is to understand a system sufficiently well that designed strategies can be evaluated beforehand and readied for implementation as need arises. Given the multiple uncertainties with global change, other approaches are necessary. Stakeholders need to remain ‘nimble’ and prepare to respond rapidly to surprises, as they are forced to do under the current biosecurity arrangements. That will be strengthened by a knowledge-based decision-making process (Thomas, 1999), an adaptive management approach (Röling & Wagemakers, 2000) and greater reliance on robust biological solutions (Sutherst et al., 1998). Therein lies a conundrum, because the very methods that we need most may not be fully attainable and we will have to live with uncertainty. We need to acknowledge these omissions and uncertainties. The aims of modelling must be tempered and aimed at reducing the extent of that uncertainty. Decision support systems, designed for sustainability and incorporating sensitivity analyses, are the most promising methods to develop (Sutherst, 2004). These systems need to be embedded within the current pragmatic IPPC approach of reviewing the evidence and relying on expert opinion to identify the ecological factors that may influence a species’ distribution, as part of a process of risk analysis (Baker et al., 2000).

Based on our recent experience, and building on the experience of the global change community, we conclude that progress can be made in understanding and extrapolating species interactions along environmental gradients. Global change risk assessments will continue to give ‘incorrect’ answers no matter how complex they become. We must accept that all laboratory and model results are ‘wrong’ to various degrees, simply because they are always too simplified to simulate natural systems accurately. The skill is in capturing the major responses that are relevant to the scale of the decision that needs to be made. Lack of precision in projecting potential geographical distributions is not as important as ensuring that the models avoid large and unmeasurable systemic errors (Sutherst & Maywald, 2005). Emphasis needs to be placed on the scientific method and mechanistic approaches, which have much better prospects for further development and contribution to greater understanding. This needs to be coupled with a drive to develop the capacity to generalize species’ responses to climate change based on their current ranges. The approach contrasts with the practice of ‘stamp collecting’ involving the uncritical use of descriptive models on large numbers of species. We need to assess the performance of different analytical approaches that attempt to project species risks under climate change scenarios and for invasive species. This will need truly independent observations (historical time series and species translocations) with blind tests for validation.
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